CPE 695 Homework2 Report

Group: Chiranth H D

Decision tree learning uses a decision tree as a predictive model which maps observations about an item to conclusions about the item’s target value. It is one of the predictive modeling approaches used in statistics, data mining and machine learning. Tree models where the target variable can take a finite set of values are called classification trees. In these tree structures, leaves represent class labels and branches represent conjunctions of features that lead to those class labels. Decision trees where the target variable can take continuous values are called regression trees. Python language has been the most popular language in the field of data science and machine learning. So we decided to use Python to do the homework.

We have used sklearn to train data. To do that, we need get decision tree classifier object. Then we put training data into the decision tree classifier. After training, we put testing data into predict() function and print out results.

Based on our training, the results are:

['1' '1' '2' '1' '1' '2' '2' '1' '1' '2' '2' '2' '2' '1' '1' '2' '2' '1'

'1' '1' '1' '1' '1' '1' '2' '2' '1' '1' '2' '2' '2' '1' '2' '1' '2' '1'

'2' '2' '2' '2']

Just to check if the code was working I altered few values in training data and changed the label from 1 to 3. Below is the output for testing data.

['3' '1' '2' '1' '1' '2' '2' '1' '1' '2' '2' '2' '2' '1' '1' '2' '2' '3'
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